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Abstract
By changing the lifestyle and increasing the cancer incidence, accurate diagnosis becomes a significant medical action. Today, DNA 
microarray is widely used in cancer diagnosis and screening since it is able to measure gene expression levels. Analyzing them by 
using common statistical methods is not suitable because of the high gene expression data dimensions. So, this study aims to use new 
techniques to diagnose acute myeloid leukemia.
In this study, the leukemia microarray gene data, contenting 22283 genes, was extracted from the Gene Expression Omnibus repos-
itory. Initial preprocessing was applied by using a normalization test and principal component analysis in Python. Then DNNs neural 
network designed and implemented to the data and finally results cross-validated by classifiers.
The normalization test was significant (P>0.05) and the results show the PCA gene segregation potential and independence of cancer 
and healthy cells. The results accuracy for single-layer neural network and DNNs deep learning network with three hidden layers are 
63.33 and 96.67, respectively.
Using new methods such as deep learning can improve diagnosis accuracy and performance compared to the old methods. It is rec-
ommended to use these methods in cancer diagnosis and effective gene selection in various types of cancer.
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Introduction

Big medical data generated as a result of recent advanc-
es in biology. Using appropriate analyzing methods led 
biologists to percept the complex dynamic system of life. 
It is one of the most critical challenges for biologists. Mi-
croarray is well known despite it is a new technology in 
molecular biology. It is used to monitoring genome-wide 
expression levels by biologists [1]. This technology in-
cludes examining a thousand genes and protein activity on 
a small scale to compare the similarity and track changes 
such as track decreasing or increasing gene activities and 
track protein samples changes in comparison to the control 
sample [2]. Microarray uses include genotyping, epigenet-
ics, translation profiling, gene expression profiling [3]. Mi-
croarray can be replaced by aggressive cancer detection 
methods such as bone marrow biopsy, which is used in 
the accurate diagnosis of acute myeloid leukemia. Bone 
marrow biopsy is invasive, painful, and can cause serious 

complications such as infections and bleeding [4]. There-
fore, microarrays improve clinical diagnosis providing high 
accuracy diagnostic procedures. It can be used as a gold 
standard to diagnose [5] and help to treatment progress 
development and understanding cell biology, especially in 
oncology studies. Thus, the gene expression patterns are 
compared in two healthy and cancerous tissues. Cancer is 
closely linked to genetic changes [6]; hence, the accurate 
cancer diagnosis speeds up by using a pattern to classify 
normal and cancer cells [7]. So, a timely and accurate di-
agnosis is essential.

There are many pieces of evidence that accurate can-
cer diagnosis is one of the most effective ways of reducing 
the mortality rate [7,8]. The higher number of genes (p) 
compare to the number of tissues (n) is the feature of the 
microarray [9]. It is challenging to analyze microarray data 
using statistical methods to classify high-dimensional data 
(p>n) due to overestimation and multiple linearity prob-
lems make statistical classification of microarrays difficult 
[10, 11]. Its analyzing methods are evolving rapidly, and 
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there is no specific way considered the best way to ana-
lyze microarrays [2]. Recently, expert systems to diagnose 
cancerous gene data are increasing, and machine learn-
ing techniques are currently used more. Machine learning 
can help to automation and intelligence process, improve 
development, accuracy and reducing costs [12]. Machine 
learning, ensemble methods, and deep learning are show-
ing high performance in classifying biological data [13-16].

In this study, neural networks and deep learning were 
used to separate healthy and cancerous cells in leukemia 
related genes. Acute myeloid leukemia (AML) is the type 
of cancer that starts in the bone marrow, but in most of the 
cases, it moves to the blood very fast. This type of cancer 
worsens fast if left untreated [17].

Material and Methods

In this study, we classified healthy and cancerous cells by 
neural networks and deep learning. 

Artificial neural network
It is a computational and algorithmic model inspired by the 
structure and functional aspects of biological neural net-
works and the concept of neurons. It is considered one of 
the nonlinear statistical data modeling tools and is used 
for pattern recognition and modeling complex relations 
between inputs and outputs. It consists of some simple 
units that work in parallel. Weighting between units is the 
primary way to store information long-term and learn new 
information by updating weights. 

A neuron of the human nervous system consists of 
dendrites, a single axon, soma, and nucleus, as shown in 
Figure 1.

layer gets data (dendrite), the hidden layer processes data 
(soma and axon), and finally, processed data is sent to the 
output layer (synapse)(Figure 2) [18-21].

Figure 1: Structure of a typical neuron.

Figure 2: Structure of an artificial neural network.

Dendrite receives electrochemical impulses from the other 
neurons. The soma processes these signals. The output 
is transmitted to terminal dendrites by axons, where these 
new impulses are sent to the next neuron. An artificial neu-
ral network works the same way on three layers: the input 

The neural network’s behavior is shaped by the architec-
ture of that network. Neural network architecture can be 
defined as follows:

•	 The number of neurons;
•	 Number of layers;
•	 Types of communication between layers.
Perceptron is one of the simplest neural networks. It is 

a learning algorithm for a binary classifier, called a thresh-
old function:

w: vector of real value weights; b: bias

The main configuration of perceptron networks is shown 
in Figure 3.

Activation functions are used to propagate the node 
outputs from one layer to the next (up to the output layer). 
The activation function is a function that activates the neu-
ron. There are several types of activation functions such as 
Identity, Binary Step, Sigmoid, Tanh, ReLU, Leaky ReLU, 
and Softmax. 

Sigmoid is a widely used activation function convert-
ing illimitable independent variables to simple probabilities 
between 0 and 1. Sigmoid can infinitely reduce data or 
outlying values without deleting them. Unlike the sigmoid 
activation function, Tanh is bound to the (-1,1) range. It is 
worth mentioning that tanh deals easier with negative num-
bers. Besides, tanh is a well-liked and widely used activa-
tion function. The Softmax function is a multiclass logistic 
regression and a generalization of the sigmoid. Therefore, 
it can be applied to continuous data (rather than binary 
classification). Rectified linear units (ReLU) are based on 
the latest scientific advances, and it has been proven to 
be working in many conditions. ReLU is bound to the [0, 
inf) range. It makes the network lighter and efficient due 
to the characteristics of ReLU. Also, these activation func-
tions show better performance than Sigmoid in training 
data. Recent studies show that deep learning networks 
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using ReLU are able to train well without preprocessing 
techniques.

Loss functions determine how much a trained neural 
network is close to reality. It is a measured inconsisten-
cy between the real and predicted value considered as 
an error; the mean error value takes and represents the 
difference between the real-world and the neural network. 
There are many common loss functions, such as MAE, 
MAPE, MSLE, and MSE [19].

Learning rate 
It determines the neural network values and how much 
they change by new training data. The learning rate is set 
before the learning process begins. A low learning rate 
means more time to train, but a high learning rate makes 
the network more sensitive to new information [20, 21].

Deep learning
Recently, a new machine learning technique known as 
deep learning, is used frequently. New studies show that 
this algorithm has better results compared to machine 
learning, for example, identifying and discovering drugs, 
image processing, and speech [22-27].

Deep-learning is defined as a neural network with a 
large number of parameters and layers. In fact, it is a class 
of machine learning algorithms that uses a hierarchical 
nonlinear structure in multiple layers to extract features 
and transformations [19].

Unlike other machine learning methods requiring an 
expert to extract features, deep learning can act as an 
automatic feature extractor that transforms low-level fea-
tures into higher-level abstractions [28]. In addition, deep 
learning can incorporate momentary, indirect and minor 
changes and leads to higher accuracy than other machine 
learning methods [29].

Types of deep learning techniques can include deep 
neural networks (DNNs), autoencoders networks (AEs), 
generative adversarial networks (GANs), repeating neural 

networks (RNNs), convolutional neural networks (CNNs) 
and more [19]. 

Quality control
This is one of the steps of the microarray data analyzing, 
after which it is possible to test and interpret the method.

Any negligence to impose quality control may cause 
detour and alter the results significantly for many reasons, 
such as the following:

1.	 The biologist grows the cell culture without know-
ing that bacteria may live in the cell.

2.	 There may be fungal or viral contamination.
3.	 The RNA treatment may not do well after RNA ex-

traction.
4.	 Because RNA is a highly unstable molecule and it 

begins to crumble, the quality decreases at room 
temperature.

5.	 The sample size is not enough, or there is an error 
in complementary DNA (cDNA) generation in rank 
steps.

6.	 The results are not reliable if something goes 
wrong during the scanning or hybridization steps.

Biases that occur in the study results related to genetic 
data lead to false-positive and false-negative results.

The genes that can separate the cancerous and healthy 
cells indicate that the experiment is well done. So, dimen-
sion reduction techniques are used to detect important 
genes in separating these samples. Otherwise, co-expres-
sion or co-relation between genes or between samples can 
be measured. Actually, the purpose of dimension reduction 
is to capture the variations in microarray data [30, 31].

PCA
Principal component analysis (PCA) is an analysis of sim-
plifying high-dimensional complexity, including patterns 
and trends. High-dimensional data is common in biology, 
and multiple features occur when the expression of the dif-
ferent genes for each sample is measured [32, 33].

Figure 3: A single-layer perceptron.
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Dataset
In this study, we used the Gene Expression Omnibus 
(GEO) database and AML-related data, and healthy and 
cancerous cases were extracted. GEO is a public and in-
ternational database that publishes free genomic data ob-
tained from microarray studies, Next Generation Sequenc-
ing (NGS), sequence-based functional genomics studies, 
and handles high-throughput data submissions.

Data from 36 cases containing 22283 gene expression 
of AML microarray experiments were retrieved from the 
GSE9476 dataset, including 10 healthy and 26 AML cases. 
The dataset was registered in 2007 and updated in 2017.

Data preparation
Microarray data normalization is one of the essential mi-
croarray data analyzing steps, balancing the hybridization 
intensity of each point in the data matrix. Comparability of 
samples was examined by Python 3.7 and data normality 
was confirmed [34].

In this study, the PCA method was used for dependen-
cy testing and data quality.

Results

Modeling

Normalized data modeled by TensorFlow, Pandas, Numpy, 
Sklearn packages, and activity functions include Softmax, 
Adamax, and RELU. These packages explained the fol-
lowing.

In this study, we used three hidden layers of DNNs to 
analyze the data. Due to using dropout, the overfitting rate 
was reduced, the Adamax function was used as an optim-
izer, and sparse categorical was used to calculate the loss. 
Accuracy was considered as the network improvement cri-
terion at each epoch. Also, 70% of data was used as train-
ing data, and the number of epochs was considered 1000.

TensorFlow is an open-source library for large-scale nu-
merical computing and machine learning techniques, mak-
ing it easier and faster to apply machine learning and deep 
learning techniques.

Pandas provides fast, flexible and illustrative data 
structures in Python. It also enables data entry, manipula-
tion, and data analysis.

Numpy is an open-source package that supports sci-
entific calculations, matrices, and multidimensional arrays. 
It also supports functions such as Sine, Cose, Log, and 
others.

Sklearn is an open-source package in Python that of-
fers powerful data analysis and data mining tools.

Analysis of results related to AML data
The PCA result is shown in Figure 4.

As can be seen, the cancerous and healthy data were 
separated, indicating that the experiment was performed 
correctly and had the prerequisite to implement the meth-
od, and the results are reliable. The result of a simple neu-
ral network and the deep learning-based network imple-
mentation is shown below: 

A simple neural network with a middle layer has an ac-
curacy of 0.6333, and a deep learning network with three 
hidden layers has an accuracy of 0.9667

According to the results, neural networks based on 
deep learning techniques provided higher accuracy than a 
simple neural network.

Discussion

Microarray technology has enabled thousands of genes 
to be analyzed simultaneously and, very important, in the 
early detection of diseases, including cancer. It is difficult to 
analyze these types of data by usual techniques because 
of their high dimensionality. Therefore, in this study, deep 
learning-based techniques and its comparing simple neu-
ral network were used to detect AML. The reported result 

Figure 4: PCA for microarray data.
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shows higher accuracy in the classification of cancerous 
and healthy tissues by a deep learning-based network. 

Deep learning methods are a class of machine learn-
ing techniques able to identify patterns with high complex-
ity in large datasets, and it can analyze data with large 
numbers of features and samples with high accuracy. 
The AML dataset had 22283 features, so it was used for 
modeling by deep learning [35, 36]. Today, this is a state 
of the art of machine learning techniques. The high per-
formance of these types of machine learning methods 
in various industries, including healthcare, medicine and 
bioinformatics, has been confirmed [35]. This technique 
presents valuable results in various medical fields such as 
thyroid diagnosis using images [37], heart disease detec-
tion [38], breast cancer diagnosis [39, 40], molecular prop-
erties identification of drugs damaging the liver [41], orally 
disintegrating tablets (ODT) formulation prediction using 
an artificial neural network [42], and predicting water sol-
ubility of medication using other machine learning meth-
ods [43]. In addition, it has been exploited in modeling the 
sequence specificity of DNA–protein binding [44], genes 
prediction [45], motif identification, binding classification 
[46], protein binding [47], predicting genomic sequence, 
and the effects of non-coding variants [48]. Finding genes 
is the most crucial research problem in bioinformatics. 
Researchers have proposed different models for finding 
genes in the DNA sequence, but sometimes it does not 
work because of DNA sequence length variety and low 
accuracy [49].

Further studies with this aim are recommended in the 
future. Also, omic data are beneficial for discovering drugs 
and biomarkers. These data are highly variable, high-di-
mensional, and use multiple sources. 

Conclusion

Deep neural networks are efficient algorithms using com-
positional layers of neurons to overcome omic data chal-
lenges [50]. In future studies, deep learning-based tech-
niques for medical image processing, genetic data, audio 
data, handwriting recognition for diagnosis and therapies 
are recommended due to high performance and the ability 
to manage complexity and data variations.
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